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Ex1 : Provenance de défenses d'éléphants 
saisies? 
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Ex1 : Provenance de défenses d'éléphants 
saisies? 

37 tusks from a  
large seizure in Singapore 
 
Where are they coming from? 
 
Known populations, genetically 
characterized  



4 

Ex1 : D'ou viennent ces défenses d'éléphants? 

Estimated locations of the tusks : 



5 

Biological questions 

-  Geographic origin  of some individuals with 
unknown origin 

-  Population delimitation, spatial or not 

-  Migrant detection / inference of recent migration 
rates 

-  Analysis of genetic introgression / hybridization 
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non-spatialized clustering :  
the STRUCTURE software 

Falush, Stephens, and Pritchard (2003, 2007)  
Hubisz, Falush, Stephens and Pritchard (2009) 



STRUCTURE Objectives 

Grouping individuals into homogeneous genetic clusters using 
their multilocus genotypes only,  
and jointly inferring  allele frequencies in those clusters 

Also : 
 
•  Inferring the level of introgression/hybridization of each 

individuals 
•  Inferring the origin of a particular locus (i.e. a part of a 

chromosome) 
•  Inferring the most likely number of cluster K in a data set 
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STRUCTURE  
principle and assumptions 

Same assumptions than for assignment methods: 
 

 Hardy-Weinberg equilibrium in each cluster 
  linkage equilibrium between loci 
  

“Our main modeling assumptions are Hardy-Weinberg equilibrium 
within populations and complete linkage equilibrium between loci 
within populations” 

“Loosely speaking, the idea here is that the model accounts for 
the presence of HWD or LD by introducing population structure 
and attempts to find populations groupings that (as far as 
possible) are not in disequilibrium” 
  8 



STRUCTURE: Modeling cluster of origin  
Model 1 

MODEL 1= (“basic”) model : 'without admixture' 
Assumption :  
each individual come from a unique ancestral population (cluster)  
i.e., all his genes come from a unique cluster among the K possible 

clusters 
9 



STRUCTURE: Modeling cluster of origin  
Model 2 

 

MODEL 2 = model with 'admixture' (most commonly used) 
Assumption: 
the different genes of an individual may come from different clusters 

due to recent introgression /  hybridization / migration events. 
Inference is then done on the proportion of genes Q that comes from 

the K different clusters 
10 



Inference method (Ex. Model 2) 
Directed Acyclic Graph 
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X=Genotypes 

A 
Cluster Allele  
Frequencies  

Z 
Custer Membership of 

Each Individual Allele  

Q 
Ancestry Proportions 

Of each Individual 

α 

Likelihood : П(X|A,Z) 

Prior on A 
П(A) 

Prior on Z 
П(Z|Q) 

Prior on Q 
П(Q|α) 

Prior on α 
П(α) 

€ 

π X,Q,Z, A( )= π X | Q,Z, A( )π Z | Q( )π Q | α( )π A( )π α( )



Inference method (Ex. Model 2) 
Number of Parameters 
Ex. 
N=100 ind 
I=20 locus with C=3 alleles 
K=3 clusters 
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X=Genotypes 

A 
Cluster Allele  
Frequencies  

Z 
Custer Membership of 

Each Individual Allele  

Q 
Ancestry Proportions 

Of each Individual 

α 

Nx2I=4000 obs. 

KxIxC=180 Nx2I=4000 

NxK=300 

1 

Ex. : 4,000 + 180 + 300 + 1 = 4,481 parameters !!! 



Model 2 Specification 
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X = {(xn
(i,1),xn

(i,2))}   
N x 2I matrix (genotypes) 

€ 

L Q,Z, A( )= a
i,xn
i, l

zn
i, l

l=1

2

∏
n=1

N

∏
i=1

l

∏

A = {ai,c
(k)} 

 (∑i nall
i) x K matrix 

(Clust. All. Freq.)  

Z =  {(zn
(i,1),zn

(i,2))}  
N x 2I matrix 

(clust. membership of all.)  

Q =  {qn
k}  

N x K matrix  
(Ancestry Prop.) 

α 

HWE 
Linkage  

Equilibrium 

€ 

π zn
i, l = k | qn

k{ }
K( )= qnk

€ 

π ai,c
k{ }

C( ) ~ Dir 1{ }C( ) € 

π qn
k{ }

K( ) ~ Dir α{ }K( )
€ 

α ∼U 0,10[ ]



Dirichlet Distribution 



Estimation of Parameters 
MCMC 
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Step 1: Initialize all parameter values. For instance: 
  - Cluster Allele Freq.: 
    (ai,c

(k)(0)) = 1/C (C Nbr of alleles) 
  - Ind. Allele membership: 
    zn

(i,l)(0) = (1,1) or (2,K) or (1,K) … at random 
  - Ind. Ancestry Proportion: 
    qn

k (0) = (1/K , 1/K,...,1/K)  
 
Step 2: Iterate from t=1 to t=T times sampling from full 
conditional distributions for each parameters in turn to 
obtain samples from the posterior distributions of the 
parameter of interest 



MCMC algorithm: Step 2a) 
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 2a) Vector of cluster allele of frequencies at marker i 
given others parameters values 

=> I step (one per locus) 
=> {ai,c

(k)(t)}C | X,Z(t-1) 
 
 
 

€ 

ai,c
k{ }

C
| xn

i, l{ }
N
, zn

i,1, zn
i,2( ){ }

N
~ Dir 1+nk,c{ }

C( ) nk,c :=# xn
i, l = c and zn

i, l = k( )

 2a) Exemple: Update Freq. Of Marker 1 in cluster 1 
=>Marker 1 has three alleles: 110-113-114 
=>At iteration t-1, given Z: 

–  50 alleles 110, 28 alleles 113 and 12 alleles 114 among 
the observed ones (X) originate from cluster 1  

=>{a1,”110”
(1),a1,”113”

(1),a1,”114”
(1)}(t) ~ Dir({51,29,13}) 

 
 



MCMC algorithm: Step 2b, 2c, and 2d 
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 2b) Update cluster membership of each of the two alleles from 
each individual in turn (zn

(i,l)(t) | X,Q(t),A(t) ) 
=> 2NxI steps (2 per individual and per locus) 

 
 
 
 

 2c) Update Ancestry proportion vector of each individual in turn 
({qn

i(t)}K | X,Z(t-1),α(t-1))  
=> N steps (one per individual) 

 
 
 

  
 2d) Update parameters α (α(t)|Q(t),α(t-1)):  
  =>not of usual form 
=> 1 step (propose a value and accept/refuse it according to MH rule...) 

€ 

P zn
i, l = k | ..( )=

qk
iP xn

i, l | ai
k{ }( )

qk'
i

k'=1

k'=K

∑ P xn
i,l | ai

k'{ }( )

€ 

qn
k{ }

K
| zn

i,1, zn
i,2( ){ }

N
,α ~ Dir α+mn,k{ }

K( ) mn,k :=# zn
i, l = k( )
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Example: Taita Thrush data 

· three main sampling locations in Kenya 
· low migration rates (radio-tagging study)) 
· 155 individuals, genotyped at 7 microsatellite loci 

   *Data courtesy of Dr Peter Galbusera
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Cluster 1 

Cluster 2 Cluster 3 

Model with admixture 
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Cluster 1 

Cluster 2 Cluster 3 
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Cluster 1 

Cluster 2 Cluster 3 
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Inference of the number of clusters K 

STRUCTURE do not infer the number of cluster using MCMC, and 
what K exactly represents is not clear, especially in cases of 
hierarchical "barriers"/groups 
 
It is usually better to analyze different values of K, and conclude from 
all of them instead of focusing on the "best" K value.  
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quick example of an exploratory method : 
PCA 
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PCA  : conclusion 

One of the numerous methods used to highlight 
genetic structure 
 
Advantages of PCA analyses  : 
 
•  Well known statistical properties 
•  Very efficient for large data sets 
•  Numerous extensions (e.g. sPCA, DAPC : Jombart & Co) 
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Conclusions: Assignment, Clustering and PCA 

Limits of above approaches : 
•  Assignation: some prior information about the populations 
is needed (equivalent to supervised clustering)  
•  PCA and Unsupervised Clustering: only representation 
of the genetic diversity (that might be strongly affected by 
the sample characteristics) 

 
These approaches do not provide information about 
the (historical) events that resulted in the observed 
genetic structure. 
They might at best help in defining compteing 
demographic scenarios 
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Conclusions: Assignment, Clustering and PCA 

Limits of above approaches : 
•  Assignation: prior information needed   
•  PCA and Unsupervised Clustering: only representative 

 
Do not provide information about the (historical) events 
that resulted in the observed genetic structure 
 
e.g.: when using STRUCTURE, extreme cautions is needed 
when interpreting clusters as ancestral populations 
        ! different demographic scenarios might result in same 
PCA (or Unsup. Clustering) results 
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Conclusions: Assignment, Clustering and PCA 

Do not provide information about the (historical) events 
that resulted in the observed genetic structure 
 
Other inference methods are needed to infer 
demographic history: 
 

•  Estimating parameters and comparing scenarios:  
" Likelihood based inferences (cf. Raphael Leblois) 
" ABC approach, e.g. DIY-ABC (cf. Arnaud Estoup) 

  
• Estimating (or comparing) trees: e.g. Phylip (Felsesntein & 
co), Treemix (Pickrell, Pritchard, 2012), kim_tree (Gautier, 
Vitalis, 2012) 
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PCA 
Interpretation  

(McVean, 2009,  
Plos Genetics) 
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PCA 
Interpretation  

(McVean, 2009,  
Plos Genetics) 
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PCA Interpretation  
(Novembre & Stephens, 2008, Nat Genet) 
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PCA Interpretation  
(Novembre & Stephens, 2008, Nat Genet) 


